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Self-attention mechanism allows transformer-based models to capture long-range dependencies 
much more effectively than RNNs.

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017)
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To train InstructGPT models, the core technique is reinforcement learning from human 
feedback (RLHF).

Lowe, Ryan, et al. "Aligning Language Models to Follow Instructions."
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Step 1: Collect human-written demonstrations on prompts submitted to the API, and train
supervised learning baselines.
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Step 2: Collect human feedbacks, and then train a reward model (RM) to predict human
preferences.
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Step 3: Use this RM as a reward function and fine-tune GPT-3 policy to maximize this
reward using the PPO algorithm.
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Comparison between ChatGPT zero-shot performance with previous fine-tuning results 
on the Summarization task. 

ChatGPT achieves comparable performance with traditional finetuning methods. It 
may outperform fine-tuned model in some general datasets in the news domain.

Xianjun Yang et al. Exploring the Limits of ChatGPT for Query or Aspect-based Text Summarization.
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Performance of ChatGPT for multilingual translation. The BLEU score is reported.
Performance is compared with several commercial systems.

ChatGPT is comparable to commercial systems in translation tasks with rich corpus 
(English-German), but it performs poorly in tasks with less corpus (Romanian-Chinese).

Wenxiang Jiao et al. Is ChatGPT A Good Translator? A Preliminary Study.
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ChatGPT should better be used on:

• Creative and complex tasks, e.g., coding and creative writing.

• For tasks with limited or no labels, finetuning a smaller model is typically challenging or
impossible to match GPT3’s zero/one/few-shot performance.

• Knowledge-intensive tasks, where retrieval is not feasible, e.g., Closed-book Question 
Answering.

• Some scenarios which require mimicking humans, e.g., chatbot.



13DATA Lab at  Rice University xia.hu@rice.edu

However, there are several cases where there is no need to use ChatGPT:

• Calling OpenAI ChatGPT API could raise some security/privacy issues, e.g., data leakage to 
OpenAI, or potentially generated harmful contents.

• There already exists a well-performed finetuned smaller model with high accuracy.
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We explored whether ChatGPT could effectively extract structured information from healthcare 
texts by concentrating on two prevalent tasks: Named Entity Recognition (NER) and Relation 
Extraction (RE). 
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We design specific prompts to guide ChatGPT adapt to the task:

Name Entity Recognition (NER) Task

Relational Extraction (RE) Task
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Our preliminary results indicate that employing ChatGPT directly for these downstream tasks
result in only average performance.

Task Dataset Metric BioBERT ChatGPT

NER NCBI
Precision 88.22 31.35
Recall 91.25 38.96
F1-Score 89.71 35.29

Task Dataset Metric BioBERT ChatGPT

RE GAD
Precision 79.21 67.53
Recall 89.25 70.41
F1-Score 83.93 68.38
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We propose a new training paradigm that involves generating a vast quantity of high-quality 
synthetic data utilizing ChatGPT and fine-tuning a local model for the down-stream task.



19DATA Lab at  Rice University xia.hu@rice.edu

Prompt engineering enables us to generate high-quality and in-distribution synthetic data.

Prompt
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The results show that the local model trained on the synthetic data outperforms ChatGPT
performance.

Task Dataset Metric ChatGPT Ours

NER NCBI
Precision 31.35 45.06
Recall 38.96 57.50
F1-Score 35.29 50.52

Task Dataset Metric ChatGPT Ours

RE GAD
Precision 67.53 83.06
Recall 70.41 86.43
F1-Score 68.38 84.25
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The results show that the local model trained on the synthetic data outperforms ChatGPT 
performance.

By generating synthetic data with ChatGPT, we can reduce the reliance on expensive and time-
consuming data collection and labeling while also mitigating potential privacy concerns.
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This newfound capability to produce human-like texts at high efficiency also raises concerns in 
detecting and preventing misuses of LLMs in tasks such as phishing, disinformation, and 
academic dishonesty.
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The ability to accurately detect LLM-generated texts is critical for realizing the full potential of 
NLG while minimizing serious consequences. 

• From the perspective of end-users, LLM-generated text detection could increase trust in NLG 
systems and encourage adoption.

• For machine learning system developers and researchers, the detector can aid in tracing 
generated texts and preventing unauthorized use. 
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Existing detection methods can be roughly grouped into two categories: black-box detection
and white-box detection.
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In white-box detection, the detector has full access to the target language model, allowing the 
embedding of secret watermarks into its outputs for monitoring any suspicious or unauthorized 
activity.



27DATA Lab at  Rice University xia.hu@rice.edu

GLTR Perplexity

Black-box methods require the collection of text samples from both human-generated and 
machine-generated sources. Subsequently, a classifier is trained to differentiate between the 
two categories based on chosen features.



28DATA Lab at  Rice University xia.hu@rice.edu

While black-box detection works at present due to detectable signals left by language models 
in generated text, it will gradually become less viable as LM capabilities advance and 
ultimately become infeasible. 

Current detection methods are based upon the assumption that the LLM is controlled by the 
developers and offered as a service to end-users. However, the possibility of developers open-
sourcing their models poses a challenge to these detection approaches.

AI will not replace people in their jobs; People using AI will replace those who don't.
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As LLMs continue to develop rapidly, concerns 
regarding their safety have emerged. Some 
LLM-generated information could be harmful or 
misleading, leading to potentially severe 
consequences.

• Some typical safety issues:
1. Hallucination 
2. Harmful contents 

• Possible safety issues in the future:
1. Behavior of “power-seeking”
2. Multi-lingual capability disparities
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Detecting LLM-Generated Texts

Synthetic Data Generation

Data-centric AI Survey Survey for LLMs

Soft Prompt Calibration 
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How to enable interpretable
and Interactive machine learning?

How to enable automated knowledge 
discovery and learning?

Interpretable Machine Learning
( IML )

Automated Machine Learning
( AutoML )

Enable human to easily build the 
system (e.g., AutoKeras)

Provide explanations for human 
to easily understand the system

31
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v DATA Lab Members and Collaborators

v Funding Agencies

--- Defense Advanced Research Projects Agency (DARPA)

--- National Science Foundation (NSF)

--- Industrial Sponsors (Apple, Google, JP Morgan, Meta, Samsung etc.)

v Everyone attending the talk!


