Flood Prediction with Graph Neural Networks
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Abstract

Climate change is increasing the frequency of flooding around the world. As a consequence, there is a growing demand for effective flood prediction. Machine learning is a promising alternative to hydrodynamic models for flood prediction. However, existing approaches focus on capturing either the spatial or temporal flood patterns using CNNs or RNNs, respectively. In this work, we propose FloodGNN, which is a graph neural network (GNN) for flood prediction. Compared to existing approaches, FloodGNN (i) employs a graph-based model (GNN); (ii) operates on both spatial and temporal dimensions; and (iii) processes the water flow velocities as vector features, instead of scalar features. Experiments show that FloodGNN achieves promising results, outperforming an RNN-based baseline.

1 Introduction

Climate change is driving changes in the intensity, frequency, and spatiotemporal structure of heavy precipitation, which is anticipated to increase urban flood hazard in many regions [1, 2]. Predictive modeling can support adaptation in many ways, such as through early warning systems or by mapping hazards across space and time [3]. Fluid mechanics, such as the 3D Navier Stokes equations, describe the physics of flooding. In practice, urban flooding is typically modeled through simplified 2D models with sophisticated numerical methods to balance accuracy and computational costs.

Recently, machine learning (ML) has been presented as an alternative to physics-based flood prediction models in many settings [4]. For instance, ML has been applied for real-time flood forecasting [5], continental-scale flood risk assessment [6, 7], high-resolution flood extent prediction [8], and resource-constrained prediction [9]. As expected, many of these approaches apply deep learning due to their expressive power [10] and scalability. However, these models either focus on the spatial or the temporal dimension [1, 11, 12, 13, 14, 15, 16, 17, 18]. More specifically, spatial models, which are based on Convolutional Neural Networks (CNNs) or feed-forward neural networks, predict only the maximum water depth at each location. On the other hand, temporal models apply Recurrent Neural Networks (RNNs) to model the evolution of water depths over time [19, 20, 21, 22, 23].

This work investigates spatiotemporal models for flood prediction. We focus on graph (or mesh) based models, where the raster map of a region is represented as a graph with nodes/cells as locations and edges as spatial proximity. Graphs are more flexible than image-based representations, as they support irregularly-sampled cells, while still being able to capture physical relations between nearby locations [24]. We propose FloodGNN, a Graph Neural Network architecture for flood prediction. At each time step, FloodGNN predicts the water depths and velocities—i.e. the state of the flood—based on previous depths and velocities and also other static features. Velocities are processed as vector features using geometric vector perceptrons [25]. Experiments based on a simulation of Hurricane Harvey, in Houston, TX, show that FloodGNN achieves promising results in terms of accuracy.

2 Problem definition and approach

Problem. We are given a set of regions $R_g = \{R_g\}_{g=1}^G$, each represented as a graph with a series of states $R_g^1, \ldots R_g^T$. At time $t$, a graph $R_g^t = (V,E)$ has its nodes/cells $v_i \in V$ associated with vector features $V_i^t$ and scalar features $s_i$. As vector features, we consider $V_i^t = [a_i^t, b_i^t]_\parallel \in \mathbb{R}^{2\times 2}$, which are velocities in the x-axis and y-axis registered at the interfaces of grid cells (See Figure 1b). As scalar features, we consider $s_i^t = (e_i, n_i, d_i, |a_i^t|, |b_i^t|, w_i^t) \in \mathbb{R}^5$, where $e_i$ is the ground elevation, $n_i$ is the Manning’s friction coefficient, and $d_i$ is the distance from $v_i$ to the closest river/stream—$e_i$, $n_i$, and $d_i$ are static. Our goal is to learn a model that, given the current state $R_g^t$ of region $R_g$, can predict the depth $w_i^{t+1}$ and velocity $V_i^{t+1}$ for each node $v_i \in V$ at time step $t+1$.

At each time step $t$, with the L2 norm of the transformed vector features to extract rotation-invariant information from the input vectors. In short, a GVP takes two input types (i.e., scalar and vector features) and returns their modified versions. They consist of two separate linear transformations, for the scalar and vector features, followed by non-linearities $\sigma$. Before the scalar features are transformed, they are concatenated with the L2 norm of the transformed vector features to extract rotation-invariant information from the input vectors. In short, a GVP takes two input types (i.e., scalar and vector features) and returns their transformations, that is $(s', V') = \text{GVP}(s, V)$ (where $s', s \in \mathbb{R}^n$; and $V', V \in \mathbb{R}^{m \times p}$).

At each time-step $t$ we perform a node regression task by predicting the next water depth $\tilde{w}_i^{t+1}$ and velocities $\tilde{a}_i^{t+1}$ and $\tilde{b}_i^{t+1}$ using a message-passing graph neural network (GNN). Scalar $(m_j^{t+1})$ and vector $(\tilde{M}_j^{t+1})$, messages are computed as:

$$m_{j \rightarrow i} = [s_i^t \| s_j^t], \quad M_{j \rightarrow i} = [V_i^t \| V_j^t] \quad \forall j, v_j \in \mathcal{N}(v_i)$$

$$\tilde{m}_{j \rightarrow i} = \text{GVP}(m_{j \rightarrow i}, M_{j \rightarrow i})$$

where $\|$ is the concatenation operator, and $\mathcal{N}(v_i)$ is the set of neighbors of node $v_i$.

The node update operation is performed as follows:

$$(s_i^{t+1}, V_i^{t+1}) = \text{GVP}(s_i^{t+1} + \sum\tilde{m}_{j \rightarrow i}, V_i^{t+1} + \sum\tilde{M}_{j \rightarrow i})$$

Method. As velocities are vectors, we would like to preserve their geometry and not treat them as scalar features. Thus, we apply geometric vector perceptrons (GVP) [25] for feature transformation. GVPs are an extension of standard dense layers (MLPs) that operate on collections of Euclidean vectors. They consist of two separate linear transformations, for the scalar and vector features, followed by non-linearities $\sigma, \sigma^+$. Before the scalar features are transformed, they are concatenated with the L2 norm of the transformed vector features to extract rotation-invariant information from the input vectors. In short, a GVP takes two input types (i.e., scalar and vector features) and returns their transformations, that is $(s', V') = \text{GVP}(s, V)$ (where $s', s \in \mathbb{R}^n$; and $V', V \in \mathbb{R}^{m \times p}$).

At each time-step $t$ we perform a node regression task by predicting the next water depth $\tilde{w}_i^{t+1}$ and velocities $\tilde{a}_i^{t+1}$ and $\tilde{b}_i^{t+1}$ using a message-passing graph neural network (GNN). Scalar $(m_j^{t+1})$ and vector $(\tilde{M}_j^{t+1})$, messages are computed as:

$$m_{j \rightarrow i} = [s_i^t \| s_j^t], \quad M_{j \rightarrow i} = [V_i^t \| V_j^t] \quad \forall j, v_j \in \mathcal{N}(v_i)$$

$$\tilde{m}_{j \rightarrow i} = \text{GVP}(m_{j \rightarrow i}, M_{j \rightarrow i})$$

where $\|$ is the concatenation operator, and $\mathcal{N}(v_i)$ is the set of neighbors of node $v_i$.

The node update operation is performed as follows:

$$(s_i^{t+1}, V_i^{t+1}) = \text{GVP}(s_i^{t+1} + \sum\tilde{m}_{j \rightarrow i}, V_i^{t+1} + \sum\tilde{M}_{j \rightarrow i})$$

Figure 1: Overview of FloodGNN (1a) its velocity vectors (1b). At each time $t$, the region $R_g$ is in state $R_g^t$ with scalar features $s_i^t$ and vector features $V_i^t$ for each node/cell $v_i$. These are processed through a GNN (recursively) to produce estimates of the next water depth $\tilde{w}_i^{t+1}$ and velocities $\tilde{a}_i^{t+1}$ and $\tilde{b}_i^{t+1}$. The L1 loss function between $\tilde{w}_i^{t+1}, \tilde{a}_i^{t+1}, \tilde{b}_i^{t+1}$ and their ground truth values $w_i^{t+1}, a_i^{t+1}, b_i^{t+1}$ is used for training learning in FloodGNN. We also show how the in-velocity ($a_i$) and out-velocity ($b_i$) vectors are generated. The time step superscript $t$ is dropped for clarity.
Finally, the values of \( \tilde{w}_i^{t+1}, \tilde{a}_i^{t+1}, \) and \( \tilde{b}_i^{t+1} \) are predicted as:
\[
(\tilde{w}_i^{t+1}, P) = \text{GVP}(s'_i, V'_i) \quad P \in \mathbb{R}^{2 \times 2} \Rightarrow \tilde{a}_i^{t+1} = P_{[0]}, \quad \tilde{b}_i^{t+1} = P_{[1, \cdot]}
\]
where \( \tilde{w}_i^{t+1}, \tilde{a}_i^{t+1}, \) and \( \tilde{b}_i^{t+1} \) are used to construct input features \( s_i^{t+1} \) and \( V_i^{t+1} \) for the next time-step \((t + 2)\). Our proposed GNN, FloodGNN, is run recurrently, with the same parameters. The L1 loss is used to compare predictions \( \tilde{w}_i^{t+1}, \tilde{a}_i^{t+1}, \) and \( \tilde{b}_i^{t+1} \) and their respective ground truth values \( w_i^{t+1}, a_i^{t+1}, \) \( b_i^{t+1} \) to update the model parameters. The overall architecture of FloodGNN is shown in Figure 1a.

3 Experiments

Our experiments are based on data from a model simulation for Hurricane Harvey in Houston, Texas. Precipitation was collected from the Harris County Flood Control District (HCFCD) rain gages and spatially averaged over the model domain. Flood depths and velocities were simulated at hourly time steps for 24 simulation days using the LISFLOOD-FP hydrodynamic model (version 7) [27]. Channel parameters were derived from the Hydrologic Engineering Center’s River Analysis System (HEC-RAS) available through the HCFCD Model & Map Management (M3) System.

The dataset, represented as a raster map of size \( 1961 \times 1636 \) cells (30-meter resolution), was divided into smaller non-overlapping sub-regions of sizes \( \approx 50 \times 40 \) in order to generate different regions for training. There were 1531 grid-based graphs from which we randomly selected \( 70\% \) for training, \( 15\% \) for validation, and \( 15\% \) for testing. All the scalar features were normalized to zero mean and unit variance based on the training set statistics.

We compare FloodGNN to an RNN-based method (FloodRNN) that models only the temporal data. We also evaluate FloodGNN-NoV, a variant of FloodGNN that treats velocities as scalar features. FloodRNN takes the same inputs as our method but predicts the water depth (flooding) of each cell/node independently. For a fair comparison, we use the same training, validation, and test sets for all the methods. We compare these methods in terms of root mean square error (RMSE) and correlation of determination (\( R^2 \)). The mean and standard deviation for 3 random runs of experiments on time-series of length 5 are shown in the Table 1. FloodGNN achieves lower RMSE and higher \( R^2 \) scores at each time step, implying that flood prediction results are much closer to the ground truth. This can be attributed to the combination of spatial and temporal information in our method, which is able to learn more complex flood dynamics than FloodRNN. Notice also that FloodGNN-NoV achieves worse results than FloodGNN, which is evidence of the importance of geometric information for approximating the physics of flood simulations.

<table>
<thead>
<tr>
<th>time-step ( t )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>FloodRNN</td>
<td>.22 ± .030</td>
<td>.33 ± .030</td>
<td>.41 ± .031</td>
<td>.48 ± .034</td>
<td>.55 ± .038</td>
</tr>
<tr>
<td>FloodGNN-NoV</td>
<td>.25 ± .030</td>
<td>.40 ± .031</td>
<td>.51 ± .021</td>
<td>.60 ± .007</td>
<td>.66 ± .006</td>
</tr>
<tr>
<td>FloodGNN (Ours)</td>
<td>.17 ± .031</td>
<td>.27 ± .043</td>
<td>.34 ± .040</td>
<td>.39 ± .037</td>
<td>.44 ± .036</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time-step ( t )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>FloodRNN</td>
<td>.95 ± .0160</td>
<td>.87 ± .0390</td>
<td>.79 ± .0540</td>
<td>.72 ± .0620</td>
<td>.66 ± .0660</td>
</tr>
<tr>
<td>FloodGNN-NoV</td>
<td>.95 ± .0023</td>
<td>.88 ± .0069</td>
<td>.80 ± .0177</td>
<td>.71 ± .0356</td>
<td>.63 ± .0571</td>
</tr>
<tr>
<td>FloodGNN (Ours)</td>
<td>.98 ± .0028</td>
<td>.93 ± .0063</td>
<td>.89 ± .0083</td>
<td>.85 ± .0088</td>
<td>.80 ± .0091</td>
</tr>
</tbody>
</table>

Table 1: Comparative results.

We also conducted experiments with longer time series (length 10) and on relatively deeper water depths. The latter is to investigate how our method predicts significant flooding, which occurs at a limited number of cells relative to the entire area. Figure 2 compares the predictions over multiple steps for all cells (Figure 2a), for those with a depth larger than 0.02 meters (Figure 2b), and those with a depth larger than 0.05 meters (Figure 2c). We can observe that, even in deep water regions and for longer time series, our method performs better than the baselines.
We have presented a graph neural network method, named FloodGNN, for flood prediction using spatiotemporal data. FloodGNN is used recurrently over the graphical representation of a region, predicting water depths and velocity vectors at each time step in an auto-regressive manner. Our preliminary results—based on a simulation of Hurricane Harvey, in Houston, TX—have demonstrated empirically how FloodGNN can infer flooding extent on sub-regions unseen during training over time series with lengths of up to 10 time steps.

Our work opens several avenues for future research. First, we want to incorporate rainfall data into FloodGNN predictions using a representative set of rainfall events. Next, we want to incorporate physics knowledge (e.g., conservation of mass and momentum) into our model. Finally, we will investigate automatic re-meshing algorithms to adaptively sample cells/nodes at different regions.

Figure 2: Prediction over time-series of length 10 and in deeper water depth areas.

Figures 3 shows flooding maps of a (sub-)region from the test set and the corresponding predictions from our method. We can see that FloodGNN predicts values close to the ground truth, even though the accuracy decays over time. Still, predictions enable the identification of flooded vs. non-flooded areas even after 10 time steps.

Figure 3: Comparison between real data (bottom row) and predictions from our model (top row).

4 Conclusions

We have presented a graph neural network method, named FloodGNN, for flood prediction using spatiotemporal data. FloodGNN is used recurrently over the graphical representation of a region, predicting water depths and velocity vectors at each time step in an auto-regressive manner. Our preliminary results—based on a simulation of Hurricane Harvey, in Houston, TX—have demonstrated empirically how FloodGNN can infer flooding extent on sub-regions unseen during training over time series with lengths of up to 10 time steps.

Our work opens several avenues for future research. First, we want to incorporate rainfall data into FloodGNN predictions using a representative set of rainfall events. Next, we want to incorporate physics knowledge (e.g., conservation of mass and momentum) into our model. Finally, we will investigate automatic re-meshing algorithms to adaptively sample cells/nodes at different regions.
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